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Abstract

Purpose of this Literature Review is to explore the subject news analytics and how it is being utilized in the financial industry so that nTrader can explore alternatives when building its own news analytical applications. A brief introduction of the subject will be given followed by its applications & strategies adopted by the financial industry.

# Introduction

“News Analytics refers to the measurement of the various qualitative and quantitative attributes of textual (unstructured data) news stories” – *Wikipedia.*

News which is considered to be the main source of current events in the global economy is monitored by many to make decisions and identify opportunities. A company which wants to undergo expansion can seek out the latest developments in the various emerging countries through the news so as to spot potential markets to tap into. An individual who wishes to invest in the financial markets can find out which economy in the world is doing relatively better through the news. And the list of examples goes on.

With the birth of the internet, the accessibility and supply of global news contents increased dramatically. With that much more information, individuals can now assess their subject of interests more comprehensively. However time needed to digests and analyse these information varies from individual to individual as the level of comprehension skill of each individual is different. Furthermore, analysing text contents are subjective as different people may have different views on a particular news article. Thus, in order to stay on top of the game, big financial corporations had to figure out a way to analyse huge amounts of news contents simultaneously, objectively and at rapid speed. Leveraging on the breakthrough of natural language processing, News Analytics software that are being supplied by prominent household names such as DOW JONES and Thomson Reuters are quickly being adopted by hedge funds, mutual funds and trading firms to capture profitable opportunities in the financial markets. In the below sections we will be exploring the various usages of news analytic in the financial industry in detail.

# Financial Applications

In Finance, within the investment management process, the role of News Analytics is to process news by leveraging on technology and algorithms. This technology allows investors or traders to surpass the limits of the investment process by automating human thinking and reasoning.

In order to predict or anticipate the possible direction of asset returns and the level of uncertainty, traders, speculators or private investors will have to read and interpret recent economic and financial news to gain a deeper understanding of the current economic climate. Using their knowledge of how markets behaved in the past, under different situations, people will implicitly match the current situation with those situations in the past most similar to the current one. What news analytics does is to automate or semi-automate this whole process. By automating this judgement process, the human decision maker can act on a larger, hence more diversified, collection of assets.

In increasingly competitive markets, traders and investors need to select and analyse the relevant news, from the massive quantities available to them, in order to make smart and timely decisions. However, one human or even a group human’s ability to absorb and comprehend news is limited. With news analytics technology, these humans are able to extract, aggregate and categorise large volumes of news effectively. Application areas in the finance industry will include but not limited to:

* **Trading**
* **Fund Management**
* **Monitoring risk and risk control**

We will be exploring the above application areas briefly in later sections.

The benefit from automated news analysis is limitless, from reducing the time taken for traders to react to breaking stories, to automated filtering, monitoring and aggregation of news, effectively reducing the burden of routine monitoring and allowing them to better target their reading and research. To sum it all up, news analytics technology can be geared towards human decision support as well as be used to create automated quantitative strategies. The combination of news data with historic market data makes models more proactive and less reactive (Mitra, 2010).

## Information Flow and computational architecture

Figure 1 in Appendix 0 depicts a common information flow and the corresponding Information system architecture of a News Analytics incorporated financial system application (Mitra, 2010). In the below sub-sections we will be exploring what are the various types of news data and how can news data be transformed into more meaningful investment data.

### Input

There are two main types of financial news:

* **Regular synchronous announcements(scheduled or expected news)**
* **Event driven asynchronous announcements(unscheduled or unexpected news)**

Regular synchronous announcements refer to the source data that reports research before they write news articles. This data comes from primary information sources such as the reports and filings from the various global securities commissions, court documents and government agencies. It also includes scheduled announcements such as macro-economic news, industry statistics, company earnings reports and other corporate news. This type of news is often very structured, having a well-defined numerical and textual content. In the largest and most liquid markets, such as foreign exchange, government debt and futures markets, firms often execute large and rapid trading strategies using economic indicators as input. As these news events are normally very well structured and documented, thorough back testing of strategies is feasible. Because of the precise scheduling of this type of news, market participants are normally very well prepared to deal with them therefore speed and accuracy are the major determinants of success when deploying such strategies. Earnings report is also widely anticipated news and a key input for trading strategies. In Singapore, SGX is the primary provider for earnings reports of all listed companies.

Event driven asynchronous announcements are news that surface without a fix schedule. They often surface as textual, unstructured and qualitative data. Examples of such are Main stream news (newspapers, radio or television), rumours (blogs and websites that broadcast “news”) and social media. Unlike the former, this type of news data contains information about the effect of an event and the possible causes of an event. In order for it to be applied in trading systems and quant models, it needs to be transformed into quantitative inputs. One good technique is to covert the data into a quantitative time series[[1]](#footnote-1). Many aspects of news can be converted, some of which will include (Mitra, 2010):

* **A binary series where the occurrence of a particular event or the publication of a news article about a particular topic is indicated by 1 and the absence of the event can be indicated by 0.**
* **Measuring news flow (volume of news)**
* **Determine scores (measures) based on the language sentiment of text**
* **Determines scores based on the market’s response to particular language**

Analyses done on these quantitative inputs are somewhat similar to technical analysis done on price charts. The various ways that the raw news data will be analysed and converted will be further discussed in the next phase, Transformation.

### Transformation

At this stage, Apart from conversion to quantitative inputs, extracted news data will also be pre-analysed and considerations to look into will include (Mitra, 2010):

* **Differences in the availability of news data for different companies**

Much research done has found out that those larger companies, as defined by larger market capital, has higher news coverage (Moniz, Brar and Davis 2009, Cahan,Jussa and Luo 2009). With this intelligence, the trader can choose to devote more time for analysis on these larger capped companies.

* **Classifications of news items**

To increase the efficiency and ease of executing news trading strategies and back testing, news articles should be tagged and classified into different genres. Fortunately, many news providers have already incorporated this feature into their news which aids executing event based trading strategies. Tagging news articles in different event tags is important as this allows us to distinguish what type of news is relevant to our quantitative or financial model. Further analysis can be conducted on these different types of events to conclude which event has a greater reaction from the markets. Other than event types, a group of articles can also be grouped accordingly to a certain company tag.

* **Sieve out relevant and current news**

This is a very important as we will not want an algorithm specifically designed for a particular industry or company to be processing on a piece of irrelevant data pertaining to another industry. That kind of mistake may just costs millions of dollars in losses when the wrong trading signal is generated. For an event based trading strategy, we would also want to filter out news data that are not an event in nature or have events that have similar degree of impact or sentiment. Further filtering can be done to minimise the number of duplicate stories. This can be done by measuring the uniqueness of each news article by comparing to previous news articles, effectively revealing how many similar articles there are for a particular company. Based on studies, markets react more strongly when “new” or fresh news is released, therefore it is important as well to identify such news, e.g. new product releases (Moniz, Brar and Davis 2009).

* **Variations in volume of news flow**

This refers to the periods of unexpected news flow levels or periods of variation due to seasonality. Identifying these periods will render further investigation and findings or reasons for such periods of news flow patterns may aid us in developing seasonal or news flow oriented trading strategies. According to Hafez’s research, a RavenPack[[2]](#footnote-2) personnel, he discovered that larger volumes of news flow arrive just before the opening of the European, US and Asian trading sessions while little news flow takes place on weekends. In the week, the peak of news flow occurs on Wednesday and Thursday, while the trough falls on Friday.

* **Time of the day when news is released**

According to the research article ~ *What type of events provide the strongest evidence that the stock market is affected by company specific news ~* , a greater likelihood of events that lead to rising volatility at the start of the day. This fact proves that the time of the day when news is released is relevant in understanding the connection between market variables and news, rendering the need for further investigation.

* **Market conditions that can influence the types of news reported**

According to Boyd, Hu and Jangannathan (2005), interest rate information dominates in expansionary periods. In contrast information about future corporate dividends dominates when the markets are contracting. Such intelligence is useful when considering the impact of news on financial markets at different stages of the business cycle. A study done by Bestelmeyer and Hess suggested that during recessions, good news from employment report is good news for the stock market, however during expansions; good news from the labour market is bad news for the stock market.

* **Informational content of news**

This refers to the sentiment of the news, which is expected to have a large influence on how markets react to news (Bestelmeter and Hess 2010, Tetlock 2007). According to Tetlock, stock returns react more strongly to pessimistic news than optimistic ones. Converting qualitative text into qualitative metrics (sentiments) will be discussed in the next section.

* **Relationship of different news stories to each other**

Since we know that news are able to move the financial markets, the dependence and independence of types or classifications of news articles will be of a great benefit. One such example would be finding out leading and lagging events. A leading event of a company can be a news article about profit warning; possible subsequent lagging news that can follow up can be regarding bankruptcy or resignation. With this intelligence, predictive capabilities will be possible. Therefore finding out how different news articles are related and in what degree demands serious investigations.

The above examples of business intelligence on news data will be very beneficial for the development of quantitative models, fund management strategies as well as risk management functions.

### Conversion of qualitative text

As mentioned in the sections above, qualitative text has to be converted into quantitative inputs in order to be meaningful data that can be used by quantitative models. As discussed, the informational content or the sentiment of news is the most important aspect of news analysis in the area of financial application. In order to distinguish whether an article’s content is positive or negative and by how much, we have to be able to find a way to assign a quantified sentiment score or index to it. One industry standard technique to achieve this is to capture the emotive content of the article through the use of sophisticated machine learning and natural language algorithms. This allows us to determine sentiment scores over times as news arrives. Once a sentiment index is constructed, to use it effectively, we have to find evidence of its relationship with relevant asset returns, trading volumes or volatility. We will explore the conversion methodology in detail below.

An overview of the whole methodology flow chart can be found in the appendix 0 figure 2. News contents are first downloaded from the internet through a “Web-scraper” program and fed to algorithms to be classified into either one of the following: bullish (optimistic), bearish (pessimistic), and neutral (spam or content that are neither of the former two). There are four algorithms in total, each with different theoretical foundations to classify each message. A training corpus will be established to test the algorithm’s performance on a small subset of pre-classified news data. This training corpus will be kept deliberately small to avoid over fitting[[3]](#footnote-3). The algorithms then “learn” sentiment classification rules from the pre-classified data set, and will apply these rules out-of-sample. A simple majority across the four algorithms is required before a news content is finally classified, or else it is discarded. This voting approach will ensure that results are more accurate for determining sentiments.

Three complementary databases support the classification algorithms (Das and Chen 2007):

* An English “dictionary”, which provides base language data to determine the nature of the word. I.e., noun, adjective, adverb, etc.
* A “lexicon” which is hand-picked collection of finance words (such as bull, bear, uptick, value, buy, pressure, etc.). These words form the variables for statistical inference undertaken by the algorithms. For example, when we count positive and negative words in an article, we will use only words that appear in the lexicon, where they have been pre-tagged for sign.
* A “grammar” or the pre-classified training corpus. It forms the base set of news data for further use in classification algorithms. These pre-classified news data provide the in-sample statistical information for use on the out-of-sample messages.

Appendix 1 will describe these three databases explicitly. The five algorithms presented in this literature review will make use of these three algorithms to arrive at the three-way classification of news article.

### Classifiers

1. **Naïve Classifier** – This algorithm is based on a word count of positive and negative implication words. Each word in a news article is checked against the lexicon, and assigned a value (-1, 0, +1) based on the default value (sell, null, buy) in the lexicon. After which, a net word count of all lexicon matched words is taken, and if this value is >1, we sign the article as a buy. If this value is <1, it is taken as a sell. All others are treated as neutral (Das & Chen, 2007).
2. **Vector Distance Classifier** – This algorithm tries to match the news article to its closest match within the pre-classified training data. Take for example there are 300 words in the lexicon, each word will be assigned a dimension in vector space, the lexicon will then be like a 300-dimensional unit hypercube. Every article can be thought as a word vector in this space. The elements in the vector takes values in the set {0, 1, 2, ….} depending on how many times a word appears in the article. The same will be applied to the training corpus, where the pre-classified data are all converted into vectors. The article will then be classified by comparison the group of pre-trained vectors .

![](data:image/png;base64,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)

As can be seen from the equation above, each article (*A*) will be assigned the classification of the grammar rule (*B*) with which it has the smallest angle or most similarity with. A variation on the theme could be to use sets of top-*n* closest vectors (Das & Chen, 2007).

1. **Discriminant-Based Classifier –** This algorithm is an advanced form of the naïve classifier whereby lexical words are used to determine the sentiment of the article. However, instead of treating words with equal importance, this classifier gives a different weighting to each words depending on how indicative the words are. Using the training corpus, we compute a measure of the discriminating ability of each word in the lexicon. After which, the simple word count in the naïve classifier is replaced by weighted word count.
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The equation goes like this: Let the mean score (average number of times word *w* appears in a text message of category *i*) of each term for each category =*ui*, where *i* indexes category (neutral, positive, negative). Let text messages be indexed by *j*. The number of times word *w* appears in a message *j* of category *i* is denoted *mij*. Let *ni* be the number of times word *w* appears in category *i*.

The equation above assigns a score to F(*w)* to each word in the lexicon, which is the ratio of the mean across-class squared variation (class *i* (positive)vs class *k* (negative)) to the average of within-class squared variation (class *i* (positive)). Let’s use an example to get some intuition. If the word “crisis” appears exactly once in a text that is pessimistic and never appears in text that is optimistic, then the within-class variation is zero, and the across-class variation is positive. In such a case, where the denominator of the equation above is zero, the word “crisis” is an infinitely powerful discriminant. It will be given a very large weight.

Each word in the article will be checked against the lexicon, and assigned a signed value (-*v, 0, +v*), based on the sign (sell =-1, null =0, buy =+1) in the lexicon multiplied by the discriminant value *v*=F(*w*). After this assignment, the net word count of all lexicon-matched words is taken, and if this value is greater than 0.01, the article is a “buy”. If the value is less than -0.01, the article is taken as a “sell”. All other articles are treated as neutral again (Das & Chen, 2007).

1. **Adjective-Adverb Phrase Classifier** – The assumption in this algorithm is that adjectives and adverbs emphasize sentiment and require greater weight in the classification process. The goal of this algorithm is to only focus on words in specially chosen phrases containing adjectives and adverbs. The algorithm will make use of the dictionary to detect noun phrases containing adjectives or adverbs. Once this is detected, we form a “triplet”, which consists of the adjective or adverb and the two words immediately following or preceding it in the message. This triplet usually contains meaningful interpretive information because it contains the adjective or adverb, both of which are parts of speech that add emphasis to the phrase in which they are embedded. After identifying these phrases, the lexicon will then be used to determine whether these connote positive or negative sentiment. A net count in these phrases will determine whether it is positive, negative or neutral (Das & Chen, 2007).

## Trading and fund management

What most traders and quantitative fund managers does is identifying and exploiting asset mispricing, before they correct, in order to generate alpha. By making use of news analytics, they can use quantified news data to rank stocks and identify which stocks are relatively attractive or unattractive. They may then buy or sell the highest or lowest ranking stocks, thereby rebalancing a portfolio composed of desired weights on the selected stocks. Similarly the news data can also be used to identify trading signals for particular stocks. Factors models[[4]](#footnote-4) are an alternative that analysts may use to process new sources of news data. Analysts may also use news data to identify and exploit behavioural biases in investor behaviour arising due to the market and analysts’ untimely or incorrect reaction to new information. This can be caused by delayed information dissemination or due to investors’ inattentiveness and limited capability to process all relevant information instantly (Mitra, 2010).

### Stock picking and ranking

Li (2006) uses a simple ranking procedure to identify stocks with bullish or bearish sentiment. By examining from 10-K Securities and Exchange Commission (SEC) filings for non-financial firms between 1994-2005, he managed to create a risk sentiment measure which is formed by counting the number of times the words risk, risks, risky, uncertain, uncertainty and uncertainties occur within the management discussion and analysis sections. He then devised a strategy to go long on stocks with low risk sentiment measure and short stocks with high risk sentiment measure which he found to produce a reasonable level of returns.

## Monitoring Risk and Risk control

For effective financial risk control, companies need to identify, understand and quantify potential adverse outcomes, their related probabilities and the severity of their impacts. Traditional approaches of using historic asset price data fails to account for developments in the market environment, investor sentiment and knowledge. Since market conditions are likely to vary from historic observations, it is important to incorporate measures or observations of the market conditions within the estimation of future portfolio return distributions in order to capture the true level of risk.

A popular tool used in this area would be Wolf detectors. Wolf detectors (circuit breakers) are a risk control feature for algorithmic trading built on machine readable news. Essentially they “break the circuit” stopping an automated algorithm from trading on a certain asset when particular types of news are released. It is important to try not to shout “Wolf!” when no wolf has actually appeared. These risk control features can be customized to only be tripped when substantive news events have occurred. Alternatively the algorithms can be turned back after the nature of the news has been programmatically analysed. This can be done using different features of machine readable news data (A Team 2010).

# Summary

The development of news analytics and its applications to finance through sentiment analysis is gaining progressive popularity within the investment community. In this paper I have covered briefly how news analytics is being carried out in the financial industry as well as their applications to trading, fund management and risk control:

* Risk management – Use of news data within risk forecasting to enable dynamic risk management strategies that are forward looking and are based on changing market environments. This risk analysis applied using news data can also help investors understand event risk and how different kinds of events can impact their portfolio risk profile.
* Stock screening tool – Sentiment data may be used to predict the directional movement of future returns. Stocks that of high positive sentiment may be held long while those of low positive sentiment may be held short.
* Trader decision support – News data signals can be used to confirm traders existing analysis or it may cause them to reconsider their analysis.
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# Appendix 1 Overview of the model components

A1.1 **Dictionary**

The data here contains supplementary information on the English Language. This dictionary will assist in exploiting parts-of-speech usage in articles; detecting adjectives and adverbs for the classifier algorithms. There are a few such databases that are available for free to the public; examples would be CUVOALD[[5]](#footnote-5) and WordNet[[6]](#footnote-6). Such databases in general are called lexical databases[[7]](#footnote-7).

A1.2 **Lexicon**

The lexicon is designed using domain knowledge and statistical methods, containing a group “discriminant” words. A discriminant function is used to statistically detect which words in the training corpus are good candidates for classifier usage (refer to section regarding algorithms). To sum it up, the lexicon is essentially a collection of words relevant to the classification problem, which will be used by the classifier algorithms to discriminate buy sentiments from sell sentiments. Our goal here is to populate the lexicon with words of high discriminant value. Over time, more words may be added to the lexicon, which improves in this evolutionary manner. More details on the lexicon are presented in Appendix 2.

A1.3 **Grammar**

The grammar is can be defined as a set of functions or rules applied in conjunction with the lexicon to extract sentiment from text. Correspondences between words sets, language features, and classification types comprise the grammar. In this context, the training data is the grammar. These pre-classified in-sample data can be thought of as a set of rules that govern the classification of out-of-sample data. Take for example, we wish to analyse article *A*, using some metric, we can compare the relationship of article *A* to a set of other pre-classified articles *B* and find the one that is its closest match. The properties of articles *A* will then be equated to those of the proxy. The set of pre-classified articles *B* is in this case, the grammar, and the rule that finds the proxy article or a proxy set of articles is codified in a classification algorithm. The classification algorithm implements a rule that seeks out closest articles in the grammar, using the words in the lexicon as variables. Some of the algorithms use only the grammar, or the lexicon, and some use both (Das and Chen 2007).

A1.4 **Message Pre-Processing**

Before applying the lexicon-grammar based algorithms, each news article is pre-processed to enable cleaner interpretation. HTML tags will be removed as they may be concatenated to lexical items of interest. Abbreviations will be expanded to their full form. For example, the word “isn’t” is replaced with “is not”. Negations words will also be handled appropriately. Negation words normally cause the meaning of the sentence to be the opposite of that without the negation. For example, the sentence “it is not a bearish market” actually means the opposite of a bearish market. Words such as “not”, “never”, “no”, etc., serve to reverse meaning. These words are detected and the rest of the words in the sentence after are marked, so as to reverse inference. These three parsers deliver a clean set of messages for classification.

# Appendix 2 Construction of the Lexicon

The features of the lexicon are as follows:

* These words should be hand-selected based on the reading of a significant amount of sample data.
* The lexicon is user-specified, allowing the methodology to be tailored to individual preference. For example, if the user is only interested in articles that relate to stocks, a lexicon containing mostly stock-related words may be designed. (The grammar, i.e. the training set would also be correspondingly tagged.)
* For each word in the lexicon, we tag it with a “base” value, i.e. the category in which it usually appears. For example, the word “sell” would be naturally likely to appear in messages of type SELL, and we tag “sell” with base value 1. If the word is of BUY type, we tag it with value 3, and NULL words are tagged 0. Every time a new word is added to the lexicon, the user is required to make a judgement on the base type.
* Each word is also “expanded,”i.e. appears in the lexicon in all its forms, so that across forms, the word is treated as one word. This process is similar to stemming[[8]](#footnote-8) words, except that we exhaustively enumerate all forms of the word rather than stem them.
* Each word is also entered with its “negation” counterpart, i.e. the sense in which the word would appear if it was negated. Negation is detected during pre-processing and is used to flag portions of sentences that would be reversed in meaning. An example of a lexical entry along with its base value, expansion and negation is provided below:
* 3 favourable favourite favourites favouring favoured
* 1 favourable\_n favourite\_n favourites\_n favouring\_n favoured\_n

All forms of the word appear in the same line of the lexicon. As can be seen, a tag is attached to each negated word in the second line above. The default classification value (the “base” value) is specified at the beginning of the line for each lexical item (i.e. a 0, 1, or 3).

Based on the training corpus, we can compute the discriminant value of each item in the lexicon. This value describes the power of the lexical item in differentiating sentiment types. For example, the word “sell” is likely to be a strong discriminator, since it would be suggestive of negative sentiment. The goal is to populate the lexicon with words that are good discriminators. Appendix 3 will provide a brief description of discriminant values.

# Appendix 3 Discriminant Values

Example values for some words from the discriminant function are shown here. The last three words appear with their negation tags (Das and Chen 2007).

SAMPLE DISCRIMINANT VALUES

bad 0.040507943664639216

hot 0.016124148231134897

hype 0.008943543938332603

improve 0.012395140059803732

joke 0.02689751948279659

jump 0.010691670826157351

killing 0.010691670826157329

killed 0.016037506239236058

lead 0.003745650480005731

leader 0.0031710056164216908

like 0.003745470397428718

long 0.01625037430824596

lose 0.12114219092843743

loss 0.007681269362162742

money0.15378504322023162

oversell 0.0

overvalue 0.016037506239236197

own 0.0030845538644182426

gold\_ \_n 0.0

good\_ \_n 0.04846852990132937

grow\_ \_n 0.016037506239236058

The following can be derived from the above sample; the word “lose” understandably has a high discriminant value. The word “oversell” is not used at all. One of the higher values comes from the negated word “good\_\_n” which means that there is plenty of negation in the language used in news articles. Compare this with its antonym “bad”, which actually has a lower discriminant value! The word “joke” is a good discriminator, which is somewhat surprising. The highest valued discriminant is the word “money”.

1. Time series analysis relies on historical data and attempts to project historical patterns into the future [↑](#footnote-ref-1)
2. RavenPack is a leading provider of real-time news analysis services. [↑](#footnote-ref-2)
3. Over fitting decreases efficiency of the model as it tries to memorize training data. Such models will lack in predictive power when presented new or unseen data. [↑](#footnote-ref-3)
4. Factor models, which are applied to give updated estimates of future asset returns and volatility, allow us to determine an optimal future portfolio to hold. That is, they tell us which assets to hold and also in what proportions [↑](#footnote-ref-4)
5. Computer Usable Version of the Oxford Advanced Learner’s Dictionary [↑](#footnote-ref-5)
6. A lexical database which groups English words into sets of synonyms called synsets, provides short general definitions, and records the various semantic relations between these synonym sets [↑](#footnote-ref-6)
7. A database that contains lexical category and synonyms of words, as well as semantic relations between different words or sets of words [↑](#footnote-ref-7)
8. **stemming** is the process for reducing inflected (or sometimes derived) words to their stem, base or root form [↑](#footnote-ref-8)